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ABSTRACT 
The Architecture used for matching the data protected with an error-correcting code (ecc) presented in my project to 

reduce the latency and complexity. The proposed architecture parallelizes the comparison of the data and that of the 

parity information. A new butterfly-formed weight accumulator (BWA) is proposed for the efficient computation of 

the Hamming distance. The basic function of the BWA is to count the number of 1’s among its input bits. It consists 

of multiple stages of half adders. The proposed architecture checks whether the incoming data matches with the stored 

data.  
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     INTRODUCTION
Data comparison circuit is a logic that has many applications in a computing system. For example, to check whether 

a piece of information is in a cache, the address of the information in the memory is compared to all cache tags in the 

same set that might contain that address. Another place that uses a data comparison circuit is in the translation look-

aside buffer (TLB) unit. TLB is used to speed up virtual to physical address translation. Error correcting codes (ECCs) 

are widely used in modern microprocessors to enhance the reliability and data integrity of their memory structures. 

Several error detecting codes (EDCs) and error correcting codes (ECCs) have been proposed so far to improve cache 

reliability. They range from the simple parity check code to the more complex Single Error Correcting/Double Error 

Detecting (SEC/DED) ECC (used to protect the L2 and L3 caches in the Itanium microprocessor.  

 

The most recent solution for the matching problem is the direct compare method , which encodes the incoming data 

and then compares it with the retrieved data that has been encoded as well. Therefore, the method eliminates the 

complex decoding from the critical path. In performing the comparison, the method does not examine whether the 

retrieved data is exactly the same as the incoming data. Instead, it checks if the retrieved data resides in the error 

correctable range of the codeword corresponding to the incoming data. As the checking necessitates an additional 

circuit to compute the Hamming distance, i.e., the number of different bits between the two code words, the saturate 

adder (SA) was presented. as a basic building block for calculating the Hamming distance. However, did not consider 

an important fact that may improve the effectiveness further, a practical ECC codeword is usually represented in a 

systematic form in which the data and parity parts are completely separated from each other. In addition, as the SA 

always forces its output not to be greater than the number of detectable errors by more than one, it contributes to the 

increase of the entire circuit complexity. 

 

To resolve the drawbacks of the decode-and-compare architecture, therefore, the decoding of a retrieved codeword is 

replaced with the encoding of an incoming tag in the encode-and-compare architecture. A k-bit incoming tag is first 

encoded to the corresponding n-bit codeword X and compared with an n-bit retrieved codeword Y. The comparison 

is to examine how many bits the two code words differ, not to check if the two code words are exactly equal to each 

other. For this, we compute the Hamming distance d between the two code words and classify the cases according to 

the range of d. In the SA-based architecture, the comparison of two code words is invoked after the incoming tag is 

encoded. Therefore, the critical path consists of a series of the encoding and the n-bit comparison. However, it did not 
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consider the fact that, in practice, the ECC codeword is of a systematic form in which the data and parity parts are 

completely separated. As the data part of a systematic codeword is exactly the same as the incoming tag field, it is 

immediately available for comparison while the parity part becomes available only after the encoding is completed. 

 

PREVIOUS  DATA COMPARISION METHODS 
Decode-And-Compare Architecture 

the conventional decode-and-compare architecture, Let us consider a cache memory where a k-bit tag is stored in the 

form of an n-bit codeword after being encoded by a (n, k) code. In the decode-and-compare architecture, the n-bit 

retrieved codeword should first be decoded to extract the original k-bit tag. The extracted k-bit tag is then compared 

with the k-bit tag field of an incoming address to determine whether the tags are matched or not. As the retrieved 

codeword should go through the decoder before being compared with the incoming tag, the critical path is too long. 

Because the retrieved codeword should go through the decoder before compared with the incoming tag. Because the 

decoder is one of the most complicated processing element the complexity overhead is high. 

 

 
Fig 1: Decode-And-Compare Architecture 

 

Direct Compare Method 

Direct compare method is one of the most recent solutions for the matching problem. The direct compare method 

encodes the incoming data and then compares it with the retrieved data that has been encoded as well. Therefore, the 

method eliminates the complex decoding from the critical path. 

 

SA-Based Approach 

 SA-based approach is the one where a special counter is constructed with an additional` building block called 

saturating adder (SA).The SA-based direct compare architecture reduces the latency and hardware complexity by 

resolving the drawbacks. 

 

The decoding is usually more complex and takes more time than encoding as it encompasses a series of error detection 

or syndrome calculation, and error correction . The implementation results in support the claim. To resolve the 

drawbacks of the decode-and-compare architecture, therefore, the decoding of a retrieved codeword is replaced with 

the encoding of an incoming tag in the encode-and-compare architecture More precisely, a k-bit incoming tag is first 

encoded to the corresponding n bit codeword X and compared with an n-bit retrieved codeword Y. The comparison 

is to examine how many bits the two code words differ, not to check if the two code words are exactly equal to each 

other. For this, we compute the Hamming distance d between the two code words and classify the cases according to 

the range of d. Let tmax and rmax denote the numbers of maximally correctable and detectable errors, respectively. The 

cases are as follows. 

 

In SA based the output should not to be greater than the number of errors detected by more than one. The cases are 

classified according to the range of d. Let tmax and  rmax denote the numbers of maximum correctable and detectable 

errors. Some of the conditions are as follows: 
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CONDITION DECISION  

   

d=0 X matches with Y  

   

0 <d ≤ Tmax 

X will match Y provided at  

most Tmax errors in Y are 
 

  

 corrected.  

   

Tmax <d ≤ Rmax 

Y has detectable but  

Un correctable errors 

 

  

Rmax <d X does not match with Y  

   

 
   

   

Table 1:  Decision Based on Hamming Distance 

 

Assuming that the incoming address has no errors, we can regard the two tags as matched if d is in either the first or 

the second ranges. In this way, while maintaining the error-correcting capability, the architecture can remove the 

decoder from its critical path at the cost of an encoder being newly introduced. Note that the encoder is, in general, 

much simpler than the decoder, and thus the encoding cost is significantly less than the decoding cost. since the above 

method needs to compute the Hamming distance, The circuit shown in Fig. 2 first performs XOR operations for every 

pair of bits in X and Y so as to generate a vector representing the bitwise difference of the two code words. The 

following half adders (HAs) are used to count the number of 1’s in two adjacent bits in the vector. The numbers of 1’s 

are accumulated by passing through the following SA tree. 

 

 
Fig 2:  SA-based architecture supporting the direct compare method 

 

PROPOSED METHODOLOGY 
Butterfly Formed Weight Accumulator 
The proposed architecture grounded on the data path design is given below. It contains multiple butterfly-formed 

weight accumulators (BWAs) proposed to improve the latency and complexity of the Hamming distance computation. 

The basic function of the BWA is to count the number of 1’s among  its input bits. 
             

Then the encoded data is compared with the data in the memory which can be retrieved. The XOR bank and Butterfly 

formed weighted accumulator is used to find the number of bit changes and to calculate the number of one’s which 

are fed into error correction and error deduction unit. Thus  the output is obtained from the decision unit. 
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Fig 3: RTL Schematic of First  Level  Module 

 

 
Fig 4: RTL Schematic of Second  Level  Module 
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Figure 5: Architecture of Hamming Distance Computation 

 

The proposed architecture consists of multiple stages of HAs as shown in figure where each output bit of a HA is 

associated with a weight. The HAs in a stage are connected in a butterfly form so as to accumulate the carry bits and 

the sum bits of the upper stage separately. In other words, both inputs of a HA in a stage, except the first stage, are 

either carry bits or sum bits computed in the upper stage. This connection method leads to a property that if an output 

bit of a HA is set, the number of 1’s among the bits in the paths reaching the HA is equal to the weight of the output 

bit. 

 

 
Fig  6: RTL Schematic of  BWA 
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Fig 7: General  structure of BWA 

 

In above figure for example, if the carry bit of the gray-colored HA is set, the number of 1’s among the associated 

input bits, i.e., A, B, C, and D, is 2. At the last stage of above figure the number of 1’s among the input bits, d, can be 

calculated as 

 

 
 

Since what we need is not the precise Hamming distance but the range it belongs to, it is possible to simplify the 

circuit. When rmax = 1, for example, two or more than two 1’s among the input bits can be regarded as the same case 

that falls in the fourth range. In that case, we can replace several HAs with a simple OR-gate tree as shown below. 

 

 
Fig 8: Revised structure with OR-gate tree 

 

Each XOR stage generates the bitwise difference vector for either data bits or parity bits, and the following processing 

elements count the number of 1’s in the vector, i.e., the Hamming distance. Each BWA at the first level is in the 

revised form shown in figure above, and generates an output from the OR-gate tree and several weight bits from the 

HA trees. In the interconnection, such outputs are fed into their associated processing elements at the second level. 
 

Taking the outputs of the preceding circuits (BWA), the decision unit finally determines the incoming tag matches the 

retrieved codeword by considering the four ranges of the Hamming distance. The decision unit is in fact a 

combinational logic of which functionality is specified by a truth table that takes the outputs of the preceding circuits 

as inputs. For the (8, 4) code that the corresponding first and second level circuits are given above, the truth table for  

the decision unit is described in Table I. Since U and V cannot be set simultaneously, such   cases   are   implicitly 

included in do not care terms. 
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Table 2: Truth table of the Decision unit 

 

SIMULATION RESULTS 
In this chapter all the simulation results which are done using Xilinx ISE 12.1 are shown in below. 

 

 
Fig.9. Simulation results of 8,4 bits 

 

Q R S T U V DECISION 
       

0 0 0 0 0 x MATCH 

       

0 0 0 0 1 x FAULT 

       

0 0 0 1 0 0 FAULT 
       

0 0 0 1 0 1 MISMATCH 

       

0 0 0 1 1 x MISMATCH 
       

1 1 1 x x x MISMATCH 
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Fig 10: Simulation result of 16_8 bits 

 

 
Fig 11: Simulation result of 40_33 bits 

 

SYNTHESIS REPORT 

Parameter 

Exsisting Systems  

Decode  and Compare Architecture  Encode and Compare 

Architecture             

Proposed  

Method 

Delay 
4.063 ns                                               4.040 ns 7.456 ns 

Memory Usage 
192528 kb                                           176656 kb 180880 kb 
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CONCLUSION 
In this paper, a new architecture has been presented for matching the data protected with an ECC. The proposed 

architecture examines whether the incoming data matches the stored data if a certain number of erroneous bits are 

corrected. To reduce the latency, the comparison of the data is parallelized with the encoding process that generates 

the parity information. The parallel operations are enabled based on the fact that the systematic codeword has separate 

fields for the data and parity. In addition, an efficient processing architecture has been presented to further minimize 

the latency and complexity. As the proposed architecture is effective in reducing the latency as well as the complexity 

considerably, it can be regarded as a promising solution for the comparison of ECC-protected data. Though this brief 

focuses only on the tag match of a cache memory, the proposed method is applicable to diverse applications that need 

such comparison. Pipelined Vector Precoding architecture in decoder will reduce the error rate and hardware 

complexity. 
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PARAMETER 
EXISTING PROPOSED 

 

SYSTEM SYSTEM  

 
 

   
 

Power consumption 100 mW 52 mW  

  

    

Latency 50 ns 15.13 ns 
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